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Abstract—The Finite Element Method (FEM) is commonly used to simulate isotropic deformable objects in computer graphics. Several applications (wood, plants, muscles) require modeling the directional dependence of the material elastic properties in three orthogonal directions. We investigate linear orthotropic materials, a special class of linear anisotropic materials where the shear stresses are decoupled from normal stresses, as well as general linear (non-orthotropic) anisotropic materials. Orthotropic materials generalize transversely isotropic materials, by exhibiting different stiffness in three orthogonal directions. Orthotropic materials are, however, parameterized by nine values that are difficult to tune in practice, as poorly adjusted settings easily lead to simulation instabilities. We present a user-friendly approach to setting these parameters that is guaranteed to be stable. Our approach is intuitive as it extends the familiar intuition known from isotropic materials. Similarly to linear orthotropic materials, we also derive a stability condition for a subset of general linear anisotropic materials, and give intuitive approaches to tuning them. In order to simulate large deformations, we augment linear corotational FEM simulations with our orthotropic and general anisotropic materials.
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1 INTRODUCTION

Simulation of three-dimensional solid deformable models is important in many applications in computer graphics, robotics, special effects and virtual reality. Most applications in these fields have been limited to isotropic materials, i.e., materials that are equally elastic in all directions. Many real materials are, however, stiffer in some directions than others. The space of such anisotropic materials is vast and not easy to navigate, tune or control. In this paper, we first study linear orthotropic materials, and then extend them to general linear anisotropic materials. Orthotropic materials exhibit different stiffnesses in three orthogonal directions (called material directions, not to be confused with the principal directions as obtained through an SVD of the deformation gradient); formally, they possess three orthogonal planes of rotational symmetry. As a real-world example of an orthotropic material, consider wood, which exhibits different material properties along the axial, radial and circumferential directions of a tree branch. In the coordinate system of the material directions, orthotropic materials have the special property that normal stresses only cause normal strains, and shear stresses only cause shear strains, a property which is not valid for general anisotropic materials. Orthotropic materials form an intuitive subset of all anisotropic materials, as they generalize the familiar isotropic, and transversely isotropic, materials to materials with three different stiffness values in some three orthogonal directions. Although simpler than fully general anisotropic materials, orthotropic materials still require tuning nine independent parameter values. In practice, this task is difficult due to the large number of parameters and because many of the settings lead to unstable simulations in a non-obvious way. In this paper, we study orthotropic materials from the point of view of practical simulation in computer graphics and related fields. We demonstrate how to intuitively and stably tune orthotropic material parameters, by parameterizing the six Poisson’s ratios using a stable one-dimensional parameter family, similar to the intuition from isotropic simulation. Once we derive stability conditions for linear orthotropic simulations, we then extend them to a subset of general linear (non-orthotropic) anisotropic materials, making it possible to model linear anisotropic materials that shear sideways in a prescribed direction when subjected to a normal load. We derive a necessary and sufficient condition for such general linear anisotropic materials and demonstrate how they can be intuitively tuned. Our work makes it possible to easily augment existing simulation solvers with stable and intuitive anisotropic effects. We limit the discussion to linear materials which have a linear relationship between stress and strain. We support large deformations by using the linear corotational FEM simulation [1].

2 RELATED WORK


Cloth materials often exhibit anisotropic behaviors because of their fiber components [24]. Etzmu [25] used an orthotropic Finite Element cloth model, Huber [26] introduced wet cloth with orthotropic material models and Garg [27] developed an orthotropic material using a hinge-based bending model. Peng [28] developed a non-orthotropic constitutive model to characterize the anisotropic cloth behavior. Thomaszewski [29] imposed limits on the individual entries of the Cauchy strain tensor to simulate anisotropic, bi-phasic textile materials. Wang [30] proposed a piecewise linear anisotropic cloth material model and Allard [31] used a 2D anisotropic material to simulate thin soft tissue tearing.

Previous anisotropic solid simulations in computer graphics mostly focused on transversely isotropic materials where two directions have equal stiffness, leading to five tunable parameters. We generalize linear materials to linear orthotropic materials with three distinct stiffnesses in three orthogonal directions, and present an intuitive approach to tune the resulting nine parameters. To the best of our knowledge, we are first work in computer graphics to analyze solid linear orthotropic materials and general linear anisotropic materials in substantial detail. Previous papers on orthotropic and general anisotropic solid materials in engineering assumed that the 9 orthotropic or 21 general anisotropic parameters are given or measured from real materials [32], [33]. In contrast, we provide an intuitive way for the users to tune them and ensure they are stable.

Our work uses corotational linear FEM materials introduced in [1]. Construction of the stiffness matrix for linear FEM materials can also be found, for example, in [34].

3 Orthotropic Materials

We now introduce linear orthotropic materials. Given the deformation gradient $F$, the Green-Lagrange strain is defined as $e^{3 \times 3} = (F^T F - I)/2$, and the Cauchy stress $\sigma^{3 \times 3}$ gives the elastic forces per surface area in a unit direction $n$, as $\sigma^{3 \times 3} = \mathcal{C} e$. Note that we can operate with Cauchy stresses here as they are equivalent to other forms of stresses (Piola) due to the small-deformation analysis; we achieve large deformations via corotational linear FEM [1]. The $6 \times 6$ elasticity tensor $\mathcal{C}$ relates strain $e$ to stress $\sigma$ via $e = \mathcal{C} \sigma$, where we have unrolled the 3×3 symmetric matrices $e^{3 \times 3} = [e_{ij}]_{ij}$ and $\sigma^{3 \times 3} = [\sigma_{ij}]_{ij}$ into 6-vectors, using the 12, 23, 31 ordering of the shear components as in [34]:

$$e = [e_{11} e_{22} e_{33} 2e_{12} 2e_{23} 2e_{31}]^T$$

$$\sigma = [\sigma_{11} \sigma_{22} \sigma_{33} \sigma_{12} \sigma_{23} \sigma_{31}]^T.$$  

(1)

(2)

Components 11,22,33 are called normal components, whereas 12,23,31 are referred to as shear components. The inverse elasticity tensor $\mathcal{C}^{-1}$ relates $\sigma$ to $e$, via $\sigma = \mathcal{C}^{-1} e$. The elasticity tensor must be symmetric and therefore it has 21 independent entries for a general anisotropic material,

$$\mathcal{C} = \begin{bmatrix}
\mathcal{C}_{11} & \mathcal{C}_{12} & \mathcal{C}_{13} & \mathcal{C}_{14} & \mathcal{C}_{15} & \mathcal{C}_{16} \\
\mathcal{C}_{22} & \mathcal{C}_{23} & \mathcal{C}_{24} & \mathcal{C}_{25} & \mathcal{C}_{26} \\
\mathcal{C}_{33} & \mathcal{C}_{34} & \mathcal{C}_{35} & \mathcal{C}_{36} \\
\mathcal{C}_{44} & \mathcal{C}_{45} & \mathcal{C}_{46} \\
\mathcal{C}_{55} & \mathcal{C}_{56} \\
\mathcal{C}_{66} & \end{bmatrix}.$$  

Sym.

(3)

Once $\mathcal{C}$ is known, the stiffness matrix for a linear tetrahedral element is computed as $K = V^T B^T \mathcal{C} B$, where $V$ is the volume of tet $e$, and $B$ is a $6 \times 12$ strain-displacement matrix determined by the initial shape of tet $e$ (see [34] or [1]),

$$B = \begin{bmatrix} B_0 & B_1 & B_2 & B_3 \end{bmatrix},$$  

where we have dropped index $e$ for simplicity and

$$B_i = \begin{bmatrix} a_i & 0 & 0 & b_i & b_i & 0 \end{bmatrix}^T.$$  

(5)

Here, $a_i, b_i, c_i$ are computed as follows

$$\begin{bmatrix} a_0 & b_0 & c_0 \\
\ast & a_1 & b_1 & c_1 \\
\ast & a_2 & b_2 & c_2 \\
\ast & a_3 & b_3 & c_3 \end{bmatrix} = \begin{bmatrix} 1 & 1 & 1 & 1 \end{bmatrix}^{-1} \begin{bmatrix} x_0 & x_1 & x_2 & x_3 \\
y_0 & y_1 & y_2 & y_3 \\
z_0 & z_1 & z_2 & z_3 \end{bmatrix}.$$  

(6)

where $(x_i,y_i,z_i), i = 0,1,2,3$ are the vertices of tet $e$ in the undeformed configuration.

Unlike isotropic materials that are parameterized by a single Young’s modulus and Poisson’s ratio, orthotropic materials have three different Young’s moduli $E_1, E_2, E_3$, and six Poisson’s ratios $\nu_{ij}$, for $i \neq j$, only three of which are independent. Young’s modulus $E_i$ gives the stiffness of the material when loaded in orthogonal direction $i$. Poisson’s ratio $\nu_{ij}$ gives the contraction in direction $j$ when the extension is applied in direction $i$. In a general anisotropic material, both the normal and shear components of strain affect both the normal and shear components of stress, i.e., matrix $\mathcal{C}$ is dense. In orthotropic materials, however, the normal and shear components are decoupled: normal stresses only cause normal strains, and shear stresses only cause shear strains. Furthermore, individual shear stresses in the 12,23,31 planes are decoupled from each other: strain $e_{ij}$ ($i \neq j$) only depends on stress $\sigma_{ij}$ via a scalar parameter (shear modulus) $\mu_{ij}$. Under these assumptions, the elasticity tensor has 9 free parameters and takes a block-diagonal form. It is easiest to first state its inverse

$$\mathcal{J}_{\text{ortho}} = \begin{bmatrix}
\frac{1}{E_1} & -\frac{\nu_{12}}{E_1} & -\frac{\nu_{13}}{E_1} & 0 & 0 & 0 \\
-\frac{\nu_{21}}{E_2} & \frac{1}{E_2} & -\frac{\nu_{23}}{E_2} & 0 & 0 & 0 \\
-\frac{\nu_{31}}{E_3} & -\frac{\nu_{32}}{E_3} & \frac{1}{E_3} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & \frac{1}{\mu_{12}} \\
0 & 0 & 0 & 0 & \frac{1}{\mu_{23}} & 0 \\
0 & 0 & 0 & 0 & 0 & \frac{1}{\mu_{31}} \end{bmatrix}.$$  

(7)

The orthotropic elasticity tensor is then

$$\mathcal{C}_{\text{ortho}} = \mathcal{J}_{\text{ortho}}^{-1} \mathcal{C} = \begin{bmatrix} A & 0 \\
0 & B \end{bmatrix},$$  

where

$$A = \begin{bmatrix} E_1 (1 - \nu_{23} \nu_{32}) & E_2 (1 - \nu_{13} \nu_{31}) & E_3 (1 - \nu_{12} \nu_{21}) \\
E_1 (1 - \nu_{23} \nu_{32}) & E_2 (1 - \nu_{13} \nu_{31}) & E_3 (1 - \nu_{12} \nu_{21}) \\
E_1 (1 - \nu_{23} \nu_{32}) & E_2 (1 - \nu_{13} \nu_{31}) & E_3 (1 - \nu_{12} \nu_{21}) \end{bmatrix},$$  

(9)

$$B = \begin{bmatrix} \mu_{12} & 0 & 0 \\
0 & \mu_{23} & 0 \\
0 & 0 & \mu_{31} \end{bmatrix},$$  

(10)

$$\mathcal{Y} = \frac{1}{1 - \nu_{12} \nu_{21} - \nu_{23} \nu_{32} - \nu_{13} \nu_{31} - 2
\nu_{21} \nu_{32} \nu_{13}}.$$  

(11)

Equations [7] and [8] give elasticity tensors with respect to the world coordinate axes. A general linear orthotropic material, however,
assumes the block-diagonal form given in Equations 7 and 8 only in a special orthogonal basis, given by the three material axes where the stiffnesses are \(E_1, E_2, E_3\). In other bases (including world-coordinate axes), its form looks generic, as in Equation 5. Therefore, to model orthotropic materials whose material axes are not aligned with the world axes, we need to convert elasticity tensors from one basis to another. For a basis given by a rotation \(Q\), the elasticity tensor \(\mathcal{C}\) transforms as follows:

\[
\mathcal{C}_{\text{world}} = K \mathcal{C}_{\text{local}} K^T, \quad K = \begin{bmatrix} K^{(1)} & 2K^{(2)} & K^{(4)} \end{bmatrix}, \quad \text{for} \quad \\text{Equation } 12
\]

\[
K_{ij}^{(1)} = Q_{ij}^2, \quad K_{ij}^{(2)} = Q_{ij}Q_{(i+1)\mod 3} Q_{j}, \quad K_{ij}^{(4)} = Q_{ij}Q_{(i+1)\mod 3} Q_{i} Q_{j}, \quad \text{for} \quad \\text{Equations } 13 \text{ and } 15
\]

\[
K_{ij}^{(3)} = Q_{ij}Q_{(i+1)\mod 3} Q_{j} + Q_{(i+1)\mod 3} Q_{i}, \quad \text{for} \quad \\text{Equation } 14
\]

The rotation matrix \(Q\) is an input parameter for constructing the orthotropic material, and can vary spatially on the model (our cylinder and fern examples). It can be made, for example, to correspond to the directional derivatives of a 3Duvw texture map.

### 3.1 Special cases

When two of the three orthogonal directions are equally stiff, one obtains the transversely isotropic material. For such a material, there is a plane in which the material is isotropic, but the orthogonal direction is not. There are 5 free parameters, \(E_p, E_z\) and \(v_p, v_z\) and \(\mu_p, \mu_z\), and we have \(E_1 = E_2 = E_p, E_3 = E_z, v_{12} = v_{21}, v_{13} = v_{23}, v_{32} = v_{32}, v_p = v_z, E_p = E_2/E_1, \mu_{12} = E_2/2(1 + v_p), \mu_{23} = \mu_{31} = \mu_{z} = \mu_{x}\). A further simplification is the transversely isotropic material which has just two free parameters \(E\) and \(v\) and we have \(E_1 = E_2 = E_3 = E, v_{ij} = v\) for all \(i, j\) and \(\mu_{12} = \mu_{23} = \mu_{31} = E/2(1 + v)\).

### 4 Setting the orthotropic parameters

In order to keep the elasticity tensor symmetric, the Poisson’s ratios have to satisfy

\[
v_{ij} = v_{ji}, \quad \text{for} \quad \text{all } i \neq j. \quad \text{Equation } 17
\]

for all \(i \neq j\). Therefore, only 3 of the 6 Poisson’s ratios are independent. This leaves a total of 9 free parameters in the linear orthotropic material: \(E_1, E_2, E_3, v_{12}, v_{23}, v_{31}, \mu_{12}, \mu_{23}, \mu_{31}\). There are stability limitations on these 9 parameters. In order for the elastic strain energy to be a positive-definite function of \(e\), the elasticity tensor \(\mathcal{C}_{\text{ortho}}\) must be positive-definite. Material is unstable if \(\mathcal{C}_{\text{ortho}}\) is not positive-definite because then, there exists a strain direction that causes a negative stress, i.e., the deformation is further amplified and the material permanently collapses into a “black hole”. Such reasoning also applies to nonlinear materials near the undeformed configuration. Orthotropic, and general anisotropic materials are substantially different from isotropic materials in terms of stability. In isotropic materials, no matter how large Young’s modulus and no matter how close Poisson’s ratio \(v\) is to 0.5, it is always possible to find a sufficiently small timestep that keeps a dynamic simulation stable (albeit often with an accuracy loss due to locking as \(v \rightarrow 0.5\)). Anisotropic materials that are not positive-definite, however, are fundamentally unstable, under all timesteps and both under explicit or implicit integration. The same is true for (quasi)-static simulation. We shall see that this imposes restrictions on \(E_i, v_{ij}, \mu_{ij}\).

Because \(\mathcal{C}_{\text{ortho}}\) is block-diagonal, its positive-definiteness is equivalent to \(\mu_{12} > 0, \mu_{23} > 0, \mu_{31} > 0\) plus positive-definiteness of the upper-left 3 × 3 block of \(\mathcal{C}_{\text{ortho}}\). Using the Sylvester’s theorem \[35\], this is equivalent to

\[
E_1 > 0, \quad E_2 > 0, \quad E_3 > 0, \quad \text{Equation } 18
\]

\[
v_{12}v_{21} < 1, \quad v_{23}v_{32} < 1, \quad v_{31}v_{13} < 1, \quad \text{Equation } 19
\]

These restrictions can be easily derived by examining the upper-left 3 × 3 block of \(\mathcal{C}_{\text{ortho}}\) \[35\].

Unlike the isotropic case where it is well-known that the Poisson’s ratio \(v\) has to be on the interval \((-1, 1/2)\), there is no analogous limits on \(v_{ij}\) for orthotropic materials. In practice, it is very tedious to tune these parameters, as suboptimal values easily cause the simulation to explode, or introduce undue stiffness or other poor simulation behavior.

We demonstrate the shape of the stability regions in Figure 1 for the naive choice where \(v_{12}, v_{23}, v_{31}\) are made equal. The range of Young’s modulus ratios which satisfies the positive-definiteness conditions \[18\] and \[19\] is limited to the regions shown in the figure. The stability region becomes smaller as \(v_{ij}\) approaches 0.5. Such a simple choice of \(v_{ij}\) greatly limits the range of stable Young’s modulus ratios along the three material axes. Therefore, we propose a scheme to tune the orthotropic materials using the familiar intuition from the isotropic case. Our scheme provably guarantees positive-definiteness of the elasticity tensor. By applying \[17\] into \[19\], we obtain

\[
v_{12}^2 < \frac{E_1}{E_2}, \quad v_{23}^2 < \frac{E_2}{E_3}, \quad v_{31}^2 < \frac{E_3}{E_1}, \quad \text{Equation } 20
\]

Guided by the intuition from isotropic materials, we would like to use one parameter to simplify and control the assignments of all \(v_{ij}\). Equation \[20\] imposes upper and lower limits on all the three free \(v_{ij}\) parameters. We control these three parameters using a single Poisson’s ratio-like parameter \(\nu\) as

\[
v_{12} = \nu \sqrt{\frac{E_1}{E_2}}, \quad v_{23} = \nu \sqrt{\frac{E_2}{E_3}}, \quad v_{31} = \nu \sqrt{\frac{E_3}{E_1}}, \quad \text{Equation } 21
\]

All three restrictions on \(v_{ij}\) from \[20\] are satisfied by imposing \(-1 < \nu < 1\). Using \[17\] and \[21\], we can express \(\nu\) as

\[
\nu = \frac{1}{(1 + \nu)(1 - 2\nu)}, \quad \text{Equation } 22
\]

To ensure \(\nu > 0\), we need to set \(-1 < \nu < \frac{1}{2}\). Therefore, to ensure a positive-definite elasticity tensor \(\mathcal{C}_{\text{ortho}}\), \(v\) must satisfy the condition \(-1 < v < \frac{1}{2}\). This is the familiar condition known with isotropic materials. Once \(v\) has been selected, we can then use Equation \[21\] to safely determine all \(v_{ij}\). Figure 2 demonstrates the volume-preservation effect of our linear orthotropic materials for three values of \(v\). For linear transversely isotropic materials, our formula simplifies to

\[
v_{pc} = \nu_p \sqrt{\frac{E_p}{E_z}}, \quad \text{Equation } 23
\]

where \(\nu_p = 0.4, v_{pc} = \nu_{pc} = 0.49\).
In an orthotropic material, the shear moduli $\mu_{ij}$ are independent of $E$ and $v$. Suboptimal values of shear parameters, however, easily lead to excessive shear or stiff simulations that lock. It is useful to compute some reasonable $\mu_{ij}$ based only on Young’s moduli and Poisson’s ratios. Therefore, we propose a scheme to set these values automatically. The shear modulus $\mu$ of a linear isotropic material is

$$\mu = \frac{E}{2(1 + v)}.$$  \hspace{1cm} (24)

We extend this equation to set $\mu_{ij}$ for linear orthotropic materials. Since we have found a parameter $v$ to control all $v_{ij}$ for linear orthotropic materials, we can use this parameter in (24). So an equation for a reasonable $\mu_{ij}$ is

$$\mu_{ij} = \frac{E_{ij}}{2(1 + v)},$$  \hspace{1cm} (25)

for some choice of a scalar $E_{ij}$. There are several possible methods to assign $E_{ij}$. For example, one can set $E_{ij}$ to the maximum, minimum, arithmetic mean or geometric mean of $E_i$ and $E_j$. Huber [37], followed by other researchers in mechanics [38, 39], used the geometric mean in predicting shear moduli of reinforced concrete slabs,

$$\mu_{ij} = \frac{\sqrt{E_i E_j}}{2(1 + v)},$$  \hspace{1cm} (26)

for $(i, j) = (1, 2), (2, 3), (3, 1)$. Notice that if we use one parameter $v$ to control all Poisson’s ratios, then $\sqrt{v_{ij} v_{ji}}$ is equal to $v$ and Huber’s formula becomes an example of (25). We also examined other methods (max, min, arithmetic mean), and determined that the geometric mean offers good simulation properties (Figure 3), especially when the three $E_i$ differ by orders of magnitude. First, geometric mean is consistent with the other entries in the elasticity tensor $\mathcal{E}_{\text{ortho}}$. Applying (17) and (21) into (9) to (11) yields:

$$A = \frac{1}{(v + 1)(1 - 2v)} \begin{bmatrix} E_1(1 - v) & \sqrt{E_1 E_2} v & \sqrt{E_1 E_3} v \\ \sqrt{E_1 E_2} v & E_2(1 - v) & \sqrt{E_2 E_3} v \\ \sqrt{E_1 E_3} v & \sqrt{E_2 E_3} v & E_3(1 - v) \end{bmatrix},$$  \hspace{1cm} (27)

$$B = \frac{1}{1 + v} \begin{bmatrix} E_{12}^2 & 0 & 0 \\ 0 & E_{23}^2 & 0 \\ 0 & 0 & E_{31}^2 \end{bmatrix}. $$  \hspace{1cm} (28)

In the upper-left $3 \times 3$ block $A$ of $\mathcal{E}_{\text{ortho}}$, non-diagonal entries contain a factor $\sqrt{E_i E_j}$. Using geometric mean to compute shear moduli is similar in spirit to this expression. Second, geometric mean considers the magnitude of the Young’s moduli in the two directions more evenly than arithmetic mean, especially when the values differ by orders of magnitude. For an orthotropic material where a material direction with a Young’s modulus $E_1$ is several orders of magnitude stiffer than the other two directions, arithmetic mean would make $E_{12}$ and $E_{31}$ close to $\frac{E_1}{2}$, and therefore any difference between $E_2$ and $E_3$ is ignored for $\mu_{12}$ and $\mu_{31}$. Using the geometric mean, however, produces a visible difference between $\mu_{12}$ and $\mu_{31}$ when $E_2$ and $E_3$ themselves differ substantially. In a transversely isotropic material, the shear modulus of the isotropic plane can be derived from $E_p$ and $v_p$ like with isotropic materials, leaving $\mu_{p\gamma}$ as the only free shear parameter. We can assign $\mu_{p\gamma}$ as in Equation 25.

### 5 General Anisotropic Materials

We now extend the stability condition to general linear anisotropic materials. Such materials contain 21 independent entries and are given by a general symmetric elasticity tensor $\mathcal{E}$. Unlike orthotropic materials, general anisotropic materials couple shear and normal components: normal strains cause shear stresses and shear strains cause normal stresses. To simplify the tuning for them, we propose a subset of linear anisotropic materials that extend our stable linear orthotropic materials. These materials form a superset of our linear orthotropic materials and a proper subset of all linear anisotropic materials. We do so by modeling the elasticity tensor as

$$\mathcal{E}_{\text{aniso}} = \begin{bmatrix} A & C \\ C^T & B \end{bmatrix},$$  \hspace{1cm} (29)

where $A$ is the same as in (27) and $B$ is the same as in (28). The $3 \times 3$ matrix $C$ couples shear and normal components,

$$C = \begin{bmatrix} \mathcal{E}_{14} & \mathcal{E}_{15} & \mathcal{E}_{16} \\ \mathcal{E}_{24} & \mathcal{E}_{25} & \mathcal{E}_{26} \\ \mathcal{E}_{34} & \mathcal{E}_{35} & \mathcal{E}_{36} \end{bmatrix}. $$  \hspace{1cm} (30)

Note that matrix $C$ is in general not symmetric. Each of the nine entries of $C$ has an intuitive meaning: it controls the amount of
shear stress in either 12, 23 and 31 plane resulting from a normal strain in either of the three material axes of orthotropy. In the remainder of this section, we derive a necessary and sufficient condition on \( C \) to guarantee positive-definiteness of \( \mathcal{C}_{\text{aniso}} \). We also propose simplified approaches to tune the 9 entries of \( C \) and derive stability conditions for them.

We first observe that it is possible to factor out the effect of Young’s moduli on stability. This makes it possible to freely alter \( E_1, E_2, E_3 \) without affecting simulation stability. Namely, Young’s moduli \( E_1, E_2, E_3 \) can be factored out in (27) as

\[ A = \tilde{E}_A \hat{A} \tilde{E}_A, \quad \text{where} \]
\[ \tilde{E}_A = \begin{bmatrix} \sqrt{E_1} & 0 & 0 \\ 0 & \sqrt{E_2} & 0 \\ 0 & 0 & \sqrt{E_3} \end{bmatrix}, \quad \text{and} \]
\[ \hat{A} = \frac{1}{(v+1)(1-2v)} \begin{bmatrix} 1-v & v & v \\ v & 1-v & v \\ v & v & 1-v \end{bmatrix}. \]

If we choose to use the geometric mean in (28), we can factor Young’s moduli from \( B \) as well:

\[ B = \tilde{E}_B \hat{B} \tilde{E}_B, \quad \text{where} \]
\[ \tilde{E}_B = \begin{bmatrix} (E_1 E_2)^{1/2} & 0 & 0 \\ 0 & (E_2 E_3)^{1/2} & 0 \\ 0 & 0 & (E_3 E_1)^{1/2} \end{bmatrix}, \]
\[ \hat{B} = \frac{1}{2(1+v)} I. \]

Here, \( I \) is the \( 3 \times 3 \) identity matrix. Equation (29) now becomes

\[ \mathcal{C}_{\text{aniso}} = \tilde{E} \hat{C} \tilde{E} \hat{C} \tilde{E}, \quad \text{for} \]
\[ \hat{E} = \begin{bmatrix} \tilde{E}_A & 0 \\ 0 & \tilde{E}_B \end{bmatrix}, \quad \mathcal{C}_{\text{aniso}} = \begin{bmatrix} \hat{A} & \hat{C} \\ \hat{C}^T & \hat{B} \end{bmatrix}, \quad \text{for} \]
\[ \hat{C} = \hat{A}^{-1} \hat{C} \hat{B}^{-1}. \]

Because \( \hat{E} \) is a diagonal matrix, \( \mathcal{C}_{\text{aniso}} \) is symmetric. Because the entries of \( \hat{E} \) are positive, \( \mathcal{C}_{\text{aniso}} \) is positive-definite if and only if \( \mathcal{C}_{\text{aniso}} \) is positive-definite. Note that Young’s moduli \( E_i \) no longer appear in \( \mathcal{C}_{\text{aniso}} \). We can therefore set the entries in \( \hat{C} \) independently of Young’s moduli \( E_i \). In this way, the values of Young’s moduli will not affect the stability condition. This gives users the freedom to first tune \( \mathcal{C}_{\text{aniso}} \), and then arbitrarily tune \( E_i \) without compromising stability.

The next step is to find the conditions for positive-definiteness of \( \mathcal{C}_{\text{aniso}} \). By Schur’s complement theorem [40], \( \mathcal{C}_{\text{aniso}} \) is positive-definite if and only if \( \hat{A} \) and its Schur’s complement \( \hat{S} = \hat{B} - \hat{C}^T \hat{A}^{-1} \hat{C} \) are both positive definite. Using our stable orthotropic parameters, \( \hat{A} \) is always positive definite. So we need a condition on \( \hat{C} \) to ensure positive-definiteness of the symmetric matrix

\[ \hat{S} = \hat{B} - \hat{C}^T \hat{A}^{-1} \hat{C}. \]

Because \( \hat{A} \) (and therefore \( \hat{A}^{-1} \)) is positive-definite, matrix \( \hat{D} = \hat{C}^T \hat{A}^{-1} \hat{C} \) is positive semidefinite; given any vector \( v \in \mathbb{R}^3 \), we have

\[ v^T \hat{D} v = (\hat{C} v)^T \hat{A}^{-1} (\hat{C} v) \geq 0. \]

Because \( \hat{B} \) is a scaled identity matrix, \( \hat{S} \) is therefore positive-definite if and only if all eigenvalues of \( \hat{D} \) are less or equal to 1/(2(1+v)). Because \( \hat{D} \) is symmetric positive semidefinite, all its eigenvalues are greater or equal to zero, and its matrix 2-norm equals its largest eigenvalue. Therefore, the stability condition becomes

\[ \| \hat{D} \|_2 < \frac{1}{2(1+v)}. \]

We observe that matrix \( \hat{A}^{-1} \) has an easy-to-compute “square root”, i.e., we can decompose \( \hat{A}^{-1} \) into \( \hat{A}^{-1} = \hat{L}^T \hat{L} = \hat{L}^2 \):

\[ L = \frac{1}{3} \begin{bmatrix} p & q & q \\ q & p & q \\ q & q & p \end{bmatrix}, \quad \text{for} \]
\[ p = \sqrt{1-2v} + \sqrt{1+v}, \quad q = \sqrt{1-2v} - \sqrt{1+v}. \]

Then, we can write

\[ \hat{D} = (\hat{L} \hat{C})^T (\hat{L} \hat{C}) = \hat{Y}^T \hat{Y}, \quad \text{for} \quad \hat{Y} = \hat{L} \hat{C}. \]

Note that \( Y \) is a general matrix (not necessarily symmetric). We now use the identity

\[ \| \hat{D} \|_2 = \| \hat{Y} \|_2^2 = \sigma_{\text{max}}(Y)^2, \]

where \( \sigma_{\text{max}}(Y) \) is the largest singular value of \( Y \). This can be seen as follows: for any matrix \( Y \), \( \| Y \|_2 = \sigma_{\text{max}}(Y) \) [41]. Let \( Y = U \Sigma V^T \) be the singular value decomposition of \( Y \), then we have

\[ \| \hat{D} \|_2 = \| \hat{Y}^T \hat{Y} \|_2 = \| V \Sigma^2 V^T \|_2 = \| \Sigma \|_2^2 = \sigma_{\text{max}}(Y)^2. \]

We can now state our final result: Tensor \( \mathcal{C}_{\text{aniso}} \) is symmetric positive definite if and only if

\[ \| Y \|_2 < \frac{1}{\sqrt{2(1+v)}}. \]

Users can tune our anisotropic materials by first tuning the orthotropic blocks \( A \) and \( B \). When they want to add general (non-orthotropic) anisotropic effects, they can do so by setting the entries in \( C \). Given a specific \( C \), matrix \( \hat{Y} = \hat{L} \hat{C} \) is formed by computing \( L \) and multiplying it with \( \hat{C} \). Singular values of \( Y \) are then checked (Equation (47)) to inform the user whether the material is stable or not. Note that if the matrix \( \tilde{C} \) is scaled by a scalar \( \alpha \in \mathbb{R} \), then \( \| Y \|_2 \) simply scales by \( \alpha \). This makes it possible to easily determine the largest \( \alpha > 0 \) such that \( \tilde{C} \) is stable. In this way, the user gets an intuitive sense for how far along the specific anisotropic “direction” \( \tilde{C} \) they can go before causing an instability.

Although each of the nine entries of \( \tilde{C} \) has an intuitive meaning, it can be tedious to tune all nine entries of \( \tilde{C} \) simultaneously. Instead, we consider two families of anisotropic materials. The first family consists of linear anisotropic materials where exactly one of the nine entries of \( \tilde{C} \) is non-zero. This corresponds to adding an anisotropic effect of the material shearing in a chosen plane when subjected to a normal load in a chosen direction. If the value of the non-zero entry is \( c \in \mathbb{R} \), stability condition [47] becomes

\[ c < \frac{1}{\sqrt{2(1+v)}}. \]

We demonstrate this family of anisotropic materials in Figure 8. Our stability condition (48) is experimentally tested in Figure 9. It can be seen that the simulation becomes unstable when \( c \) reaches 100% of the stability threshold \( 1/\sqrt{2(1+v)} \).

The second family consists of Töpolf matrices \( \tilde{C} \) defined as

\[ \tilde{C} = \begin{bmatrix} \beta & \alpha & \gamma \\ \alpha & \beta & \gamma \\ \gamma & \gamma & \beta \end{bmatrix}, \]

where \( \alpha, \beta, \gamma \) are scalar parameters. This matrix reduces the number of anisotropic parameters from nine to three. It gives symmetric anisotropic behavior along each of the three material orthotropic directions: for a given amount of normal strain in direction \( i, i = 2, 3 \), the resulting shear stress, and the entire
Fig. 4. Orthotropic vs isotropic plant. This orthotropic fern (top row) has stiffnesses that are 2x, 1x, and 0.01x higher than the isotropic fern (bottom row) in the longitudinal, transverse left-right and transverse up-down directions. We modeled the material axes to vary along the curved stem, so that they are always orthogonal to the stem. An interesting phenomenon can be observed at frames 20 and 40, similar to buckling: because the left-right direction is much stiffer than the up-down direction, the orthotropic fern's stem rotates (twists), causing most of the deformation to occur in the easiest material direction (up-down), which has now become aligned with the main deformation direction (left-right).

Fig. 5. Stretched orthotropic muscle. Red vertices are fixed, green vertices are constrained to a fixed displacement. Orthotropic stiffnesses in the up-down (green), transverse (blue) and longitudinal (red) directions are 1000x, 30x and 1x higher than the isotropic stiffness, respectively. The orthotropic muscle preserves the original cross-section more, shrinks less near the attachment points and assumes a more organic shape. Top-left shows the simulation mesh and the spatially varying orthogonal directions.

geometric picture, is simply a rotated version of the situation for \( i = 1 \). For such a Töplitz matrix, the stability condition (47) can be easily simplified to

\[
\left| \alpha + \beta + \gamma \right| < \frac{1}{\sqrt{2(1+\nu)(1-\nu)}} \quad \text{AND} \quad (50)
\]

\[
\sqrt{(\alpha - \beta)^2 + (\beta - \gamma)^2 + (\gamma - \alpha)^2} < \frac{1}{1 + \nu} \quad (51)
\]

We demonstrate stable anisotropic deformations from the Töplitz family in Figure 10.

6 RESULTS

We demonstrate orthotropic properties using a tube model (Figure 6). We simulate an orthotropic plant (Figures 4), muscle (Figure 5), as well as a flexible dinosaur (Figure 7). General anisotropic effects are demonstrated in Figures 8, 9 and 10. Very small modifications are needed to the isotropic code. Runtime simulation times (Table 1) are unaffected, as we only need to change the computation of the elasticity tensor. This only affects the stiffness matrix computation, which is only done once at startup in a corotational linear FEM simulation. There is only a minor change in the stiffness matrix computation times. For example, the times to construct the isotropic and orthotropic global stiffness matrices were 1993 msec and 2038 msec, respectively (tube example).

7 CONCLUSION

We have augmented standard corotational linear FEM deformable simulations to support orthotropic and general anisotropic materials. We presented a complete modeling pipeline to simulate such materials, which requires minimal changes to existing simulators. We parameterized Poisson’s ratios with a single parameter and...
Fig. 7. **Orthotropic vs isotropic dinosaur.** The directions in the first, second and third column are 0.01x, 1x and 100x stiffer than the isotropic case.

Fig. 8. **Non-orthotropic materials:** We added material anisotropy to this orthotropic cube, and loaded the cube with a constant uniform pressure in the negative y direction. In all cases, all entries of \( C \) were 0 except the denoted entry. Top-left: rest configuration. Top-right: Shear in the 12 plane, for \( C_{22} \neq 0 \). Bottom-left: Shear in the 23 plane, for \( C_{25} \neq 0 \). Bottom-right: Shear in the 31 plane, for \( C_{26} \neq 0 \). The small image in each part shows the top view on the cube.

Fig. 9. **Stability of non-orthotropic materials:** We added the material anisotropy in the same way as in Figure 8. We then computed the static equilibrium, under constant uniform pressure in the negative y direction, for several values of the anisotropic entry in \( C \). A value of 0% denotes an orthotropic material (\( C = 0 \)), and 100% denotes the stability limit from [4]. As we cross the stability limit, the material becomes unstable.

Therefore there are linear orthotropic materials that are not included in our one-dimensional family. For example, with isotropic stiffness (\( E_1 = E_2 = E_3 \)), our one-dimensional family consists of isotropic materials, which excludes orthotropic materials with isotropic stiffness but distinct Poisson’s ratios in the three orthogonal directions. Our stable anisotropic family does not include all the linear anisotropic materials. Our simulator is also limited to linear strain-stress relationships. We tune non-orthotropic anisotropic effects in the coordinate system of the three material orthotropic axes. In other coordinate systems, further transformations and more complex modeling would be required. We found that shearing is generally more present in anisotropic simulations than in isotropic simulations. Some anisotropic materials, such as those presented in Section 5, are designed to cause shear; and therefore these simulations exhibit large amounts of shear. We also observed substantial shearing in orthotropic simulations with large difference in Young’s moduli along the three material axes (100× or more). In such cases, we found it advantageous to employ an anisotropic tetrahedral mesh, to better resolve shear. Structured tetrahedral meshes, such as those obtained by subdivision of voxels into tetrahedra, may “lock” and under-represent shears along certain coordinate directions. We would like to combine our method with inversion-preventing simulations [42], and investigate orthotropic and general anisotropic damping. A higher-level interface could be designed to allow users to edit anisotropic parameters in an intuitive or even goal-oriented way. Implementation of our stable orthotropic materials is available in Vega FEM 2.1, [http://www.jernejbarbic.com/vega](http://www.jernejbarbic.com/vega).
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